
Problem Chosen

C
2024

MCM/ICM
Summary Sheet

Team Control Number

2421874

Witness How Charismatic the Momentum is

Summary
The defeat of the 36-year-old Djokovic in the 2023 Wimbledon Gentlemen’s final has

once again propelled tennis into the limelight. To evaluate how tennis players’ Momen-
tum has been affected, we are expected to accomplish these tasks in this paper: identify
the match flow and set up a model to evaluate it; explain how Momentum will affect
the match; explore, formulate recommendations for players. To solve these problems, we
set up several assumptions to simplify the questions and pre-process the data. Several
models are established: Model I: Markov Chain Model (MC) Model II: Random Forests
Model (RF).

For Question 1: To analyze the match flow in a game, we utilize the MC based on
continuity of the player’s score within current game to capture dynamic fluctuations and
turning points, thereby demonstrating that a player’s ups and downs.

For Question 2: We continue to persuade coaches that Momentum influence palyers’
performance, not arbitrarily. We prove that some given factors relevant to Momentum
impact players’ performance by Factor Analysis(FA). Besides, we use Linear Regres-
sion(LR) to emphasize that our MC is suitable because of high correlation between the
winning percentage predicted by MC and real scores within current time.

For Question 3 and 4: We employ RF, on which take into account 18 factors that could
potentially influence games’ flow 2, discovering that four of these factors, namely play-
ers’ distances ran during point, unforced error, number of shots, server of the point, play
a relatively significant role(10% account) among them.The specifics of our recommen-
dations can be summarized as follows: Coaches must notify players when they engage
in extended runs, implement strategies to compel opponents to cover longer distances.
The players should strive to enhance the frequency of shot attempts while minimizing
unforced errors.

For Question 5: To evaluate the precision of the model, a combination of the Analytic
Hierarchy Process (AHP) and Entropy Weight Method(EW) was employed for conduct-
ing the sensitivity analysis. The results indicate that the tennis model exhibits a high
level of fitness, while adding or distracting 5% of the match flow, the deviation is accept-
able within range. The model can be considered stable. And we put forward that table
tennis matches demonstrating a similarly high degree of approbation.

Our model can effectively predict the trend of the game by Momentum in general.
The conclusions of the paper can provide advice for players and coaches, and also give
fans a more thorough analysis of the game.

Keywords: Momentum, Markov Chain, Random Forest, Factor Analysis, Linear Regres-
sion,Analytic Hierarchy Process, Entropy Weight, Sensitivity Analysis
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1 Introduction
1.1 Problem background

The 2023 Wimbledon Gentlemen’s final, featuring rising star Carlos Alcaraz and ten-
nis legend Novak Djokovic, marked a historic moment. Alcaraz, a 20-year-old Spanish
player, ended Djokovic’s Wimbledon dominance since 2013 with a remarkable victory.
The match witnessed intense shifts, with Djokovic initially dominating but Alcaraz ulti-
mately securing the win in a tight battle.

The given dataset "2023-wimbledon-1701" holds crucial match data, highlighting the
challenges of measuring and understanding momentum fluctuations in tennis.

Momentum, defined as the strength or force gained by motion or a series of events,
is a concept that is often felt by teams or players during a match or game. However,
measuring and understanding this phenomenon is challenging. It is also not clear how
various events during a match contribute to the creation or change of momentum, if it
exists.

1.2 Restatement of the Problem

Problem 1: Develop a tennis match flow model incorporating serving probabilities,
apply it to matches, and visualize the flow.

Problem 2: Use the model to verify the momentum decides performance of players
instead of randomness.

Problem 3 and Problem 4: Build a predictive model for match swings, identify related
factors, and provide advice based on past momentum differentials.

Problem 5: Test the model on other matches, assess performance, identify additional
factors, and evaluate its generalizability.

1.3 Our work
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2 General Assumptions and Notations
2.1 Assumptions

• It is assumed by us that the data used is accurate, complete and representative of
the real situation. This includes player statistics, match situations, environmental
factors, etc

• In the first model we built, to make Markov chain models accord with tennis player’s
performance more suitably, we regard that The difference between the scores of the
two games next to each other and the ratio of runners scored in each game can be
combined to reflect scoring continuity, which could be used to generate our Markov
Transition Matrix(MTM).

• During the process of the LR, we use winning probability within each game gen-
erated by Markove Transition Probability(MTP) calculated by MTM to simulate the
probability of winning the game, with the comparison between the real victor and
other factors included.

• During the RF’s establishment, we assume that trees in a random forest are typically
built based on a random subset of features[4], which means that the features are
independent of each other. For example,if a player has missed serving, this player
will stay a positive heart to continue his long-distance running.

• The fourth assumption’s weakness could be fixed a lot by the combination of MC
and RF as our solution to Question 5 explained, because the second assumption of
MC and the third assumption of LR have explained the correlation between each
factor.

2.2 Notations

All the symbols will be introduced once they are used. Because of our paper’s limited
space,the exact location of every symbol is on the last paragraph of the corresponding
formula instead of being listed there specifically.

3 Data Pre-processing
• There are missing values in some columns, and we need to deal with them first. For

categorical variables——speed mph, considering their actual situation, we choose
to fill the blanks with the mode. For quantitative variables——serve width,serve
depth,return depth, considering their actual situation, we choose to fill the blanks
with the 3𝜎 method. The 3𝜎 method assumes that the data follows a normal dis-
tribution. In the case of normal distribution, about 68% of the data fall within one
standard deviation of the mean, about 95% of the data fall within two standard
deviations, and about 99.7% of the data fall within three standard deviations.If a
data point is beyond the range of the average ± 3𝜎, it can usually be regarded as an
outlier.
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• Some parameters are actually categorical variables, and 0 or 1 only represents yes
or no, so we convert them into categorical variables.

• We use 50 to replace "AD", use 0 to replace "LOVE"

4 Question 1 and 2: Use Markov Chain Model to Present
Players’ Performance

4.1 The Establishment of Model 1

A Markov chain model is a mathematical tool used to describe a stochastic process
based on the Markov property that future states depend only on the present state and
not on past states. In sports competitions, especially tennis matches, Markov chain mod-
els can be used to capture dynamic changes and turning points in matches and help us
understand strategies and decisions in matches.

𝑃 (𝑋𝑛+1 = 𝑗 | 𝑋𝑛 = 𝑖) = 𝑃𝑖𝑗 (1)

𝑃 (𝑋𝑛+1 = 𝑗 | 𝑋𝑛 = 𝑖,𝑋𝑛−1 = 𝑖𝑛−1, ..., 𝑋0 = 𝑖0) = 𝑃 (𝑋𝑛+1 = 𝑗 | 𝑋𝑛 = 𝑖) (2)

In this modeling, we define the state space as two performance states: player_1 wins
and player_2 wins, and use the given data to determine the initial probability distribu-
tion. Using the m_1= player_1’s pointon the last time/ player_1’s point on this time,
m_2 = player_2’s pointon the last time/ player_2’s point to define our transfer proba-

bility (m > 1 and m < 1 corresponding allocation, and m=1 equal distribution into the
probability of winning or losing) generation cost problem transfer matrix, to solve the
transfer matrix eigenvector (since each value of multiple eigenvectors is very close, So we
take the average of each element of the feature vector as the player1’s skill (a constant
value not greater than 1) for each of the two players and plug it into the relevant Tennis
Match Markov Chain in python as our final visualization.



Team # 2421874 Page 6 of 25

Figure 1: 1301 "momentum"

First, Markov chain models can help us analyze Momentum changes in a race. In
tennis, when one side’s players score consecutive points, it often creates a momentum
or Momentum that can affect their performance and confidence, thereby further increas-
ing their chances of winning. Markov chain models can help us quantify and measure
changes in Momentum by analyzing the outcomes and transitions of every point in a
match. By looking at how each point is scored in a game and the alternating control
between players, we can build a state transition matrix where each state represents a dif-
ferent situation in the game, such as one player controlling the situation or two players
balancing. By analyzing the state transition matrix, we can calculate the probability of
stability for each state and thus understand changes in Momentum and turning points in
the game.

Second, Markov chain models can help us predict the outcome of a match. By looking
at the scoring situation and state transition of each point in the game, we can calculate
the transition probability and stability probability of each state. These probabilities can
be used to predict the outcome of a match, such as which player is more likely to win
or which player is more likely to control the situation. By analyzing the state transition
matrix and the stability probability, we can get the probability distribution of the match
and predict the result of the match.

All in all, Markov chain models can help us analyze strategies and decisions in matches.
By observing the scoring situation and state transfer of each point in the game, we can an-
alyze the strategic choice and decision-making process of players in different situations.
For example, when one player is in control, they may choose a more conservative strategy
to maintain their advantage; And when the other player is in control, they may choose a
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more offensive strategy to turn the tide. By analyzing the state transition matrix and the
stability probability, we can understand the impact of different strategies and decisions
on the outcome of a match, thereby helping players and coaches develop more effective
tactics and strategies.

4.2 The Solution of Model 1

Since the momentum is the incredible movements of the players at the moment of an
instant, and the instant set of these actions can be reflected as the score of any player at
each point in time, the "point victor" in the data set can be comprehensively described

In that case, we use the ratio of each player to generate our model’s transfer matrix.

General Transfer Matrix 𝐴 =

[︂
0.542519 0.457481
0.477005 0.522995

]︂
(3)

When Ax = x,

x =

[︂
0.554455
0.445545

]︂
(4)

, which means that player_1 skill = 0.5544555, player_2 skill = 0.445545, then, we could
use this to print a picture(Figure1) to describe overall tendency of the momentum.

Figure 2: random tennismatchmarkovchain

In order to make the momentum accurate to each point in time to describe the mo-
mentum more precisely, we also generate every transform matrix at every time point. In
fact, this step sets the stage for the second question to confirm that a player’s tournament
performance is affected by momentum.
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4.3 Use Linear Regression and Factor Analysis to Demonstrate the Im-
portant Influence of Momentum on Player Performance

To show this coach that a player’s performance is affected by "momentum", we use Lin-
ear Regression and Factor Analysis to demonstrate the important influence of momentum
on player performance.

The tennis coach is skeptical about the role of “momentum” in a match, suggesting
that swings in play and runs of success are random. To address this claim, we will utilize
factor analysis as a mathematical modeling approach. Factor analysis allows us to iden-
tify underlying factors or dimensions within a set of observed variables. In this case, we
have 18 potential factors that can contribute to an “untouchable winner” serve.

These potential factors include serving speed, serving direction, serve rotation, vari-
ations and combinations, forehand and backhand shots, service errors, unforced errors,
ball in net, winning points at the net, and various scenarios involving player 1 and player
2 serving. Additionally, we have factors such as the distance run by player 1 within a
point and the number of shots taken during a point. These potential factors provide in-
sights into the player’s activity level, mobility, aggressiveness, and shooting frequency.[3]

By applying FA, we can determine the weight or importance of each factor in describ-
ing momentum. The stable performance of players, psychological quality, and the impact
of outliers can be comprehensively reflected through factor loadings. Factor loadings in-
dicate the strength of the relationship between each factor and momentum. Higher factor
loadings suggest a greater influence on momentum.

To further analyze the relationship between each moment’s performance and the flat-
ness of non-outlier data, we will employ linear regression. Linear regression allows us to
examine the correlation between two variables and determine the strength and direction
of the relationship. In this case, we will assess how the performance of each moment re-
lates to the flatness of non-outlier data. A strong positive correlation would support the
existence of momentum.

By utilizing factor analysis and linear regression, we aim to evaluate the claim made
by the skeptical tennis coach.

In order to assess whether a player’s tournament performance is affected by "momen-
tum", we divide the data in the given dataset into non-outliers and full values.

We analyzed all the data, using the most typical 1301 innings for each detailed moment
as an example to describe and further analyze.

(1) The flatness of non-outliers reflects the steady performance of players. We used
linear regression to analyze the correlation between momentum at every moment and all
the above mentioned factors that can describe momentum of quantitative non-outliers.

MSE =
1

𝑛

𝑛∑︁
𝑖=1

(𝑦true𝑖 − 𝑦predict𝑖)
2 (5)



Team # 2421874 Page 9 of 25

For momentum, We use the transfer matrix of the first model, the Markov model,
at different times to solve the winning probability of the two players at different times
(the solution of this winning probability was explained above because the properties con-
tained in the solution process can accurately depict the momentum). Firstly, the fitting
degree of the two players is similar to that of the linear regression model. (Figure), by
analyzing the F values in the two linear regression models of the two players, it can be
found that they can significantly reject the null hypothesis that the overall regression coef-
ficient is 0 (P<0.05), indicating that there is a linear relationship between them. The fitting
of the model is analyzed by the R² value, and the VIF value is analyzed at the same time.
The model presents collinearity and the significance of X is analyzed. Combined with
the regression coefficient B value, the linear regression model requires that the overall
regression coefficient is not 0, that is, there is a regression relationship between variables.
Therefore, our results show that:

For player 1, set victor(cofficient=7.1), p1 ace(cofficient= 8.7), p1 double fault(cofficient=
-4.8), game victor(cofficient= -5.6), point victor(cofficient= 4.5), p1 break pt missed(-7.1),
p1 sets, really count, Both p1 break pt won and p1 distance run have a strong correlation
with the momentum expressed by the instantaneous probability.

For player 2, p2 games(-9.7), p2 ace(4.4), set victor(8.0), p2 unf err(-6.66), serve no(-8.3),
p2 break pt won(8.9) and momentum expressed in instantaneous probability.

(2) The poor psychological quality reflected by outliers or the jedi counterattack or
endurance brought about by the explosion. In order to reflect or even highlight the great
effect of outliers on the momentum, we used the original data to intuitively perceive the
important impact of outliers on the momentum. This time, we first carried out factor
analysis among all quantitative variables; Then, we added the analysis of certain vari-
ables, but because the presentation of player 1 and player 2 in certain variables is very
similar, with little difference, this result presents the use of player 1’s certain variables as
a concise and concise description of the situation, we use these certain variables as index
labels to analyze the factor relationship, the weight (factor load) of these factor analyses,
are factors that can be synthesised to describe momentum.

player1:

𝐹1 = 0.222 · set_no + 0.006 · p1_net_pt + 0.057 · game_no + 0.052 · server + 0.01 · serve_no
+ 0.004 · p1_score + 0.025 · p1_games − 0.145 · p1_wins + 0.005 · point_victor + 0.003 · game_victor
+ 0.001 · set_victor + 0.023 · p1_break_pt − 0.0 · p1_net_pt_won + 0.028 · p1_break_pt_won+
0.046 · p1_distance_run + 0.001 · speed_mph + 0.036 · rally_count + 0.041 · p1_break_pt_missed
− 0.052 · p1_ace − 0.019 · p1_winner − 0.002 · p1_unf_err
+ 0.223 · p1_points_won + 0.221 · p1_sets + 0.225 · point_no

(6)
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𝐹2 = −0.008 · set_no + 0.213 · p1_net_pt + 0.194 · game_no − 0.199 · server − 0.053 · serve_no−
0.052 · p1_score + 0.2 · p1_games + 0.049 · p1_wins − 0.212 · point_victor − 0.027 · game_victor
+ 0.079 · set_victor − 0.387 · p1_break_pt + 0.213 · p1_net_pt_won + 0.085 · p1_break_pt_won
− 0.081 · p1_distance_run + 0.004 · speed_mph − 0.049 · rally_count + 0.024 · p1_break_pt_missed
+ 0.125 · p1_ace + 0.186 · p1_winner − 0.079 · p1_unf_err + 0.051 · p1_points_won
− 0.014 · p1_sets + 0.046 · point_no

(7)

𝐹3 = 0.005 · set_no − 0.017 · p1_net_pt + 0.024 · game_no + 0.051 · server − 0.278 · serve_no+
0.069 · p1_score + 0.043 · p1_games + 0.061 · p1_wins + 0.009 · point_victor + 0.068 · game_victor
+ 0.054 · set_victor + 0.374 · p1_break_pt − 0.017 · p1_net_pt_won − 0.01 · p1_break_pt_won
− 0.267 · p1_distance_run + 0.261 · speed_mph − 0.285 · rally_count + 0.009 · p1_break_pt_missed
+ 0.156 · p1_ace + 0.074 · p1_winner − 0.111 · p1_unf_err + 0.019 · p1_points_won
− 0.004 · p1_sets + 0.017 · point_no

(8)

𝐹 =
0.178

0.381
· 𝐹1 +

0.107

0.381
· 𝐹2 +

0.097

0.381
· 𝐹3 (9)

player2:

𝐹1 = 0.229 · set_no + 0.017 · p2_winner + 0.011 · p2_unf_err − 0.001 · point_victor + 0.03 · p2_net_pt_won
+ 0.003 · p2_break_pt_won + 0.004 · rally_count + 0.003 · p2_distance_run + 0.02 · p2_break_pt_missed
+ 0.136 · p2_wins + 0.009 · game_victor + 0.024 · speed_mph + 0.011 · p2_break_pt + 0.029 · p2_net_pt
+ 0.001 · p2_ace − 0.018 · serve_no + 0.007 · set_victor + 0.237 · p2_points_won + 0.077 · p2_games
+ 0.048 · server + 0.017 · p2_score + 0.062 · game_no + 0.203 · p2_sets + 0.236 · point_no

(10)
𝐹2 = 0.01 · set_no − 0.166 · p2_winner + 0.139 · p2_unf_err − 0.173 · point_victor−
0.025 · p2_net_pt_won + 0.139 · p2_break_pt_won + 0.238 · rally_count + 0.245 · p2_distance_run+
0.176 · p2_break_pt_missed + 0.022 · p2_wins − 0.006 · game_victor − 0.177 · speed_mph+
0.072 · p2_break_pt + 0.051 · p2_net_pt − 0.198 · p2_ace + 0.199 · serve_no−
0.026 · set_victor − 0.005 · p2_points_won − 0.032 · p2_games − 0.127 · server+
0.05 · p2_score − 0.059 · game_no + 0.019 · p2_sets − 0.006 · point_no

(11)
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𝐹3 = 0.03 · set_no + 0.16 · p2_winner − 0.007 · p2_unf_err + 0.139 · point_victor
+ 0.252 · p2_net_pt_won + 0.132 · p2_break_pt_won + 0.12 · rally_count + 0.104 · p2_distance_run
+ 0.078 · p2_break_pt_missed + 0.01 · p2_wins + 0.087 · game_victor + 0.021 · speed_mph
− 0.013 · p2_break_pt + 0.231 · p2_net_pt + 0.004 · p2_ace + 0.014 · serve_no
− 0.067 · set_victor − 0.028 · p2_points_won − 0.223 · p2_games + 0.157 · server + 0.201 · p2_score
− 0.238 · game_no + 0.058 · p2_sets − 0.03 · point_no

(12)

𝐹 =
0.174

0.394
· 𝐹1 +

0.112

0.394
· 𝐹2 +

0.108

0.394
· 𝐹3 (13)

Figure 3: player1 linear regression

Figure 4: player2 linear regression

Figure 5: Categorical variable:shoot types
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Figure 6: Categorical variable:return...

5 Question 3: Predict the swings in the match and identify
the most relevant factors

Random Forest(RF) is a machine learning algorithm that makes final predictions through
the comprehensive judgments of multiple trees. Therefore, its robustness is relatively
high, and it is suitable for dealing with large data sets, high-dimensional features, and
scenarios that require improvement of classification accuracy. However, there are 18 fac-
tors in Wimbledon_featured_matches.csv that may affect the flow of play. Therefore, we
choose the RF model to predict the swings in the match and identify the most relevant
factors.

5.1 the Establishment of Model 2

The basic steps of the random forest algorithm include the following three steps:

1. Random sampling of training sets: This is done to ensure that the input samples for
each tree are not the entire data set during training, preventing the decision trees
in the forest(following RF majority voting mechanism) from reaching local optimal
solutions.

𝑦RF = mode(𝑦1, 𝑦2, . . . , 𝑦𝑘) (14)
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Figure 7: one example tree of the whole RF

2. Building decision trees: For each training subset, a decision tree is established, gen-
erating N decision trees to form a forest. Each decision tree does not require prun-
ing. To reduce the correlation between each decision tree and improve the classifi-
cation accuracy of each tree, randomness is introduced in the node splitting process.

3. Formation of the forest: The final output result is obtained by classifying a test sam-
ple based on the N decision subtrees randomly constructed. The results from each
subtree are summarized, and the majority class among the obtained results is con-
sidered as the class of the sample.
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5.2 Problem Solving

We used 70% of the data from Wimbledon_featured_matches.csv as the training set and
the remaining 30% as the test set for our RF model.The remaining model parameters are
in the table.

The bar chart shows the proportion of importance of each feature (independent vari-
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able). Feature importance is calculated through the average impurity reduction of the
random forest algorithm, which associates the importance of each feature with its aver-
age purity reduction in the tree splits. The higher the importance score, the greater the
contribution of the feature to the model.

Figure 8: bar chart

Each decision tree independently predicts the test set and generates different classi-
fication results. The final classification result is determined through voting.The follow-
ing table shows the first 10 classification results of the random forest model on the test
data.(Only partial variables are presented.)

By calculating metrics such as accuracy, recall, and F1 score on the test set, we evaluate
the predictive performance of the random forest algorithm.It seems that accuracy(0.88) is
high, meaning the model could successfully grasp the relation between multiple factors
and point_victor.

F1 is the harmonic mean of precision and recall. Precision and recall are mutually
influential. Although high precision and recall are an ideal situation, in practice, it is
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often the case that high precision leads to low recall or vice versa. If we need to consider
both precision and recall, then we can use the F1 metric.

6 Question 4: Suggestions for players to make new plays
based on momentum changes

According to the chart, the four primary influencing elements, namely players’ dis-
tances ran during the point, unforced errors, the number of shots, server of the point, all
exceed 10%. Additionally, there are 14 other relatively minor elements, including depth
of return, serving speed, serving direction, serve rotation, variations and combinations,
forehand, backhand, ball in net, serving direction, serving speed, player 1 has a chance to
score but Player 2 is serving, player 1 wins but Player 2 is serving, win this point at the net,
and player 1 loses the chance to win the match while Player 2 is serving. The following
provides an in-depth analysis of the effects generated by the four primary influencers.

Server of the point: The server of the point plays a crucial strategic role in tennis
matches. They can control the pace of the game and establish an offensive position by
choosing different serving strategies. A successful serve can boost the server’s confidence
and lay the foundation for gaining an advantage in the match.

Unforced errors: Unforced errors occur when a player makes mistakes without signif-
icant pressure from the opponent. These errors can disrupt the player’s momentum and
give the opponent an opportunity to gain an advantage.

Players’ distances ran during the point: The distance covered by a player during
a point reflects their activity level and mobility. Higher activity levels can indicate a
player’s determination and can positively impact their momentum.

Number of shots: The total number of shots taken by a player during a point can
reflect their aggressiveness and shooting frequency. More shots can put pressure on the
opponent and potentially shift the momentum.

To suggest a new match point for one player to play another player, it is crucial to con-
sider these factors and analyze the strengths and weaknesses of both players. By under-
standing the impact of each factor on the momentum of the match, a player can strategize
and utilize their strengths to exploit the opponent’s weaknesses. Additionally, coaches
should notify players when they engage in extended runs and implement strategies to
compel opponents to cover longer distances. The players should strive to enhance the
frequency of shot attempts while minimizing unforced errors. By carefully considering
these factors, a player can increase their chances of winning and maintaining momentum
throughout the match.

7 Question 5: Use AHP+ Entropy Weight Method with Vi-
sual drawing to Let you Trust our Comprehensive Model

The use of Analytic Hierarchy Process (AHP) and entropy weight method in the com-
prehensive evaluation model is aimed at improving the accuracy and reliability of the
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predictions made by the model. These techniques are widely used in decision making
and comprehensive evaluation because they provide a systematic and objective approach
to analyzing complex problems. In order to optimize the parameters in the model and
compare different models, an evaluation metric is needed. A good degree Quantities
should be easy to calculate and available in every model.[5]

In this situation,we interpret the predictive ability of the evaluation model mentioned
in the question as a combination of two models, namely the Markov chain and random
forest.

As for momentum present in instantaneous winning percentage, which could be re-
flected well in our Model 1(MCTTMP), we use the correlation between points scored in
each moment and the probability of winning in each moment to prove its degree of ac-
curacy. However, given that this paper space is limited, we will only show you one of
the most classical example, which is the 2023-wimbledon-1302 ’s 12th set and 13th set.
Not only did it happened during a long time tennis game, in which present two players’
psychological quality , but also relate to two tennis players’ common adversary , about
whom people especially tennis fans always talk a lot. Besides, based on Knottenbelt[6]’s
Common Adversary Model, when judging based on a common opponent, it becomes
more meaningful to compare the statistics between two players. (In fact, in the section of
our model 1 of this paper, we have referred to the whole correlation in order to check the
degree of the success rate calculated by the model recognizes the player’s state.)
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Specifically, we utilize the factor analysis conducted with the instantaneous transi-
tion matrix of the Markov chain model to calculate the proportion of observed variables,
which could be described as “q”.

𝐹𝑛 = 𝑚𝑖1𝑗1𝑞1 +𝑚𝑖2𝑗2𝑞2 + . . .+𝑚𝑖𝑛𝑗𝑛𝑞𝑛 (15)

𝐹 = 𝑛1𝐹1 + 𝑛2𝐹2 + 𝑛𝑒𝐹𝑒 (16)

We have known that:

𝐹1 = 0.005 · speed_mph_ Missing Value Handling_Outlier Handling − 0.035 · p1_score_Outlier Handling + 0.035 · p2_score_Outlier Handling + 0.19 · server_Outlier Handling
− 0.014 · serve_no_Outlier Handling + 0.232 · point_victor_Outlier Handling − 0.006 · p1_points_won_ Outlier Handling − 0.002 · p2_points_won_ Outlier Handling + 0.094 · game_victor_ Outlier Handling
+ 0.0 · set_victor_ Outlier Handling − 0.102 · p1_ace_ Outlier Handling + 0.105 · p2_ace_ Outlier Handling − 0.172 · p1_winner_Outlier Handling + 0.185 · p2_winner_ Outlier Handling
+ 0.005 · p1_double_fault_Outlier Handling − 0.01 · p2_double_fault_ Outlier Handling + 0.034 · p1_unf_err_ Outlier Handling − 0.045 · p2_unf_err_ Outlier Handling − 0.137 · p1_net_pt_ Outlier Handling
+ 0.149 · p2_net_pt_ Outlier Handling − 0.157 · p1_net_pt_won_Outlier Handling + 0.174 · p2_net_pt_won_ outlier handling + 0.063 · p1_break_pt_ outlier handling
− 0.213 · p2_break_pt_ outlier handling − 0.014 · p1_break_pt_won_ outlier handling + 0.06 · p2_break_pt_won_ outlier handling + 0.063 · p1_break_pt_missed_ outlier handling
− 0.006 · p2_break_pt_missed_ outlier handling − 0.005 · p1_distance_run_ outlier handling − 0.018 · p2_distance_run_ outlier handling − 0.012 · rally_count_ outlier handling

(17)

𝐹2 = −0.134 · speed_mph_ Missing Value Handling_Outlier Handling − 0.059 · p1_score_Outlier Handling − 0.027 · p2_score_Outlier Handling − 0.015 · server_Outlier Handling
+ 0.129 · serve_no_Outlier Handling + 0.047 · point_victor_Outlier Handling − 0.014 · p1_points_won_ Outlier Handling − 0.007 · p2_points_won_ Outlier Handling + 0.017 · game_victor_ Outlier Handling
− 0.003 · set_victor_ Outlier Handling − 0.094 · p1_ace_ Outlier Handling − 0.06 · p2_ace_ Outlier Handling − 0.068 · p1_winner_ Outlier Handling − 0.019 · p2_winner_ Outlier Handling
+ 0.027 · p1_double_fault_Outlier Handling − 0.007 · p2_double_fault_ Outlier Handling + 0.077 · p1_unf_err_ Outlier Handling + 0.018 · p2_unf_err_ Outlier Handling + 0.017 · p1_net_pt_ Outlier Handling
+ 0.021 · p2_net_pt_Outlier Handling − 0.003 · p1_net_pt_won_Outlier Handling + 0.019 · p2_net_pt_won_ outlier handling − 0.068 · p1_break_pt_ outlier handling
+ 0.062 · p2_break_pt_ outlier handling − 0.052 · p1_break_pt_won_ outlier handling + 0.037 · p2_break_pt_won_ outlier handling − 0.064 · p1_break_pt_missed_ outlier handling
− 0.033 · p2_break_pt_missed_ outlier handling + 0.328 · p1_distance_run_ outlier handling + 0.324 · p2_distance_run_ outlier handling + 0.321 · rally_count_ outlier handling

(18)

𝐹3 = 0.03 · speed_mph_ Missing Value Handling_Outlier Handling + 0.207 · p1_score_Outlier Handling + 0.278 · p2_score_Outlier Handling − 0.011 · server_ Outlier Handling
− 0.019 · serve_no_Outlier Handling + 0.039 · point_victor_Outlier Handling − 0.042 · p1_points_won_ Outlier Handling − 0.038 · p2_points_won_ Outlier Handling + 0.18 · game_victor_ Outlier Handling
+ 0.076 · set_victor_ Outlier Handling − 0.004 · p1_ace_ Outlier Handling + 0.024 · p2_ace_ Outlier Handling − 0.006 · p1_winner_ Outlier Handling + 0.015 · p2_winner_ Outlier Handling
+ 0.002 · p1_double_fault_ Outlier Handling − 0.021 · p2_double_fault_ Outlier Handling + 0.022 · p1_unf_err_ Outlier Handling − 0.038 · p2_unf_err_ Outlier Handling + 0.021 · p1_net_pt_ Outlier Handling
− 0.027 · p2_net_pt_ Outlier Handling + 0.013 · p1_net_pt_won_ Outlier Handling − 0.011 · p2_net_pt_won_ Outlier Handling + 0.139 · p1_break_pt_ Outlier Handling
+ 0.132 · p2_break_pt_ Outlier Handling + 0.097 · p1_break_pt_won_ Outlier Handling + 0.33 · p2_break_pt_won_ Outlier Handling + 0.135 · p1_break_pt_missed_ Outlier Handling
+ 0.385 · p2_break_pt_missed_ outlier handling + 0.006 · p1_distance_run_ outlier handling + 0.007 · p2_distance_run_ outlier handling + 0.011 · rally_count_ outlier handling

(19)

𝐹 =
0.103

0.261
· 𝐹1 +

0.081

0.261
· 𝐹2 +

0.077

0.261
· 𝐹3 (20)
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Figure 9: 3D FA

Then, we also have the weights generated within the random forest model, which
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could be described as “k”. We then take a weighted average of these proportions(“q”
and “k” )to generate a number to describe the importance of a parameter, which could be
described as “u”. This weighting allows us to balance the importance of the significant
factors in our model.

We define that the importance(FA) of the given parameters could be described as this
formula:

𝑞𝑛 = (|𝑚𝑖1𝑗1|+ |𝑚𝑖2𝑗2|+ |𝑚𝑖3𝑗3|) · 𝑛𝑒 (21)

for example, as for the importance(FA) set_no, it could be described as

𝑞1 = (|𝑚11|+ |𝑚21|+ |𝑚31|) · 𝑛1 (22)

AHP is a multi-criteria decision-making method that allows decision-makers to evalu-
ate and prioritize different factors based on their relative importance. It involves breaking
down a complex problem into a hierarchy of criteria and sub-criteria, and then comparing
and weighting these criteria based on pairwise comparisons. This helps in capturing the
subjective judgment of decision-makers and incorporating it into the evaluation model.

Entropy weight method, on the other hand, is an objective technique that calculates
the weights of different factors based on the information entropy theory. It measures
the uncertainty and diversity of the data and assigns higher weights to factors that have
more information content. This method helps in considering the objective aspects of the
evaluation and reducing the bias that may be introduced by subjective judgments.
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Figure 10: EW result

By combining AHP and entropy weight method, the comprehensive evaluation model
can provide a more balanced and accurate assessment of the factors influencing the out-
come of a match. The subjective judgments of decision-makers are considered through
AHP, while the objective aspects of the data are taken into account through entropy
weight method. This combination helps in reducing the potential biases and uncertainties
in the evaluation process.

As for other kinds of ball matches, to evaluate Momentum like this paper having de-
scribed, we should firstly find the ability reflecting score gaining consistently and sec-
ondly classify lots of factors to with highly importance, medium importance and not very
importance. For example, ping-pong matches, sports analysts often analyze important
factors, our RF could help them do this better more efficiently, some of which are closely
related to scoring continuity and mental endurance, and can be solved using our MC the
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whole match, Ma used only five backhand twists to deal with short balls, Fan Zhendong
used 75 backhand twists. In addition, Malone 73 forehand play, the use of rotation and
drop point to contain Fan Zhendong, so that opponents can not return the most powerful
ball road. Ma’s strategy is to control the pace of the game, he controls Fan Zhendong’s
path, and then waits for the opportunity to effectively counter attack when the opponent
returns.[2] Given that we could not find a whole comprehensive data like this Problem C,
because of our MC’ s accuracy in matches within each time and RF’ s strengths based on
adjusting hyperparemeters according to randomness adjustment, classifying and filtering
important features while creating new features for feature scaling, adjusting decision tree,
leaves and depth, we could also say confidently that our two Model could analyze well.

As for improvement, we may let our RF proceed Gradient Boosting[1].

8 Strengths and weaknesses
8.1 Strengths

• The primary benefits of Markov analysis are simplicity and out-of-sample forecast-
ing accuracy.

• Factor analysis is more interpretable than other dimension reduction techniques and
is not as sensitive to the scale of variables.

• Random Forest is a robust algorithm that can handle noisy data and outliers. It is
less likely to overfit the data, which means it can generalize well to new data.

• The model is constructed with full consideration of the realistic situation and has
good interpretability.

8.2 Weaknesses
• Markov analysis is a valuable tool for making predictions, but it does not provide

explanations.

• One assumption is that we assume linear relationships between input variables and
bivariate normal between each pair of variables.

• The algorithm requires a sufficient amount of historical data for accurate predic-
tions, which may not always be available.

Appendices 1 of Python Code of MC
1 data = pd.read_csv(
2 r"D:\2023-2024

sem1\2024_MCM-ICM_Problems\Wimbledon_featured_matches1.csv",
3 index_col=’elapsed_time’)
4 data.index = pd.to_timedelta(data.index)
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5 states = [’P1_Win’, ’P2_Win’]
6

7 def simulate_match(start_state, num_points,
transition_probabilities):

8 transition_probabilities.fillna(0.5, inplace=True)
9 np.random.seed(42)

10 current_state = start_state
11 results = [current_state]
12 for _ in range(num_points):
13 current_state = np.random.choice(
14 states,
15 p=transition_probabilities.loc[current_state]
16 )
17 results.append(current_state)
18 return results
19

20 time_strings = data.index
21 for time_string in time_strings:
22 start_time = pd.to_timedelta(’0:00:00’)
23 sub = data.loc[start_time:time_string]
24 transition_counts = pd.DataFrame(0, index=states, columns=states)
25 for i in range(1, len(sub)):
26 prev_winner = sub.iloc[i - 1][’point_victor’]
27 current_winner = sub.iloc[i][’point_victor’]
28 if prev_winner == current_winner:
29 transition_counts.loc[states[int(prev_winner) - 1],

states[int(current_winner) - 1]] += 1
30 else:
31 transition_counts.loc[states[int(prev_winner) - 1],

states[int(current_winner) - 1]] += 1
32

33 transition_probabilities =
transition_counts.div(transition_counts.sum(axis=1), axis=0)

34 start_state = ’P1_Win’
35 num_points = 100
36 simulation_results = simulate_match(start_state, num_points,

transition_probabilities)
37 p1_wins = simulation_results.count(’P1_Win’)
38 p2_wins = simulation_results.count(’P2_Win’)
39 data.at[time_string,’p1_wins’]=p1_wins / len(simulation_results)
40 data.at[time_string,’p2_wins’]=p2_wins / len(simulation_results)
41 print(data[[’p1_wins’,’p2_wins’]])

Appendices 2 of Report on use of AI
1. Open AI ChatGPT-3.5
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Query1: <Ask for suggestion about modifying our codes with mistake.>

Output: <The location of the wrong codes and suggestion of how to improve them.>

Query2: <A more efficient way to understand the rules of tennis and what each factor
actually means>

Output: <Introduction about tennis.>

Query3: <Advice about change an overly long sentence to make it easier to under-
stand, which may benefit both our efficiency of bibliographic retrieval and writing skill>

Output: < Practical and useful methods to help us analyze and modify sentences >
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